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Overview

¢ Overall Goal: Improve robot-to-group
interaction including natural dialog abilities

+ Requires interactive system with appropriate
dialog abilities and supporting architecture

¢ Collection of a multi-modal dataset in an HRI
scenario for evaluation and analysis

The humanoid robot Nao interacting with a group
of museum visitors (from data collected for [7])

Integration of Engagement in a Dialog System

PaMini dialog system: Extensions for multi-party

+ Models dialog based on configu- dialog:
rable building blocks for HRI [3] + Explicitly modeling different

¢ Interaction patterns model interaction contexts (as a stack
recurring conversational structures  of interactions)

* Task-based communication with
other components part of patterns

Engagement:

+ Users have engagement state,
intention (engaged, not engaged)
& perform engagement actions

+ Regulates establishment of
communication channels, see [2]

¢ Modeling the state of different
users in those interactions
(engaged / not engaged)

+ Extension points for determining
engagement actions (e.g. “Hello”
from ASR), intentions (e.g.
through visual focus), choosing
appropriate responses

The Vernissage Dataset

+ Setting: Small vernissage in one room of a rented flat. The robot stands on a
table, explains paintings and performs a quiz with the visitors of the vernissage.

* Wizard of Oz controlling fixed utter-
ances (incl. motion), free head gaze «

+ ~2h of recorded data, 20 subjects

* Motion capture of participants' and
Nao's head, 3 external HD cams
with sound, Nao video and audio,
internal data of Nao, Speech of
participants, Wizard commands

+ Recording with RSB tools [6]

+ Data will be available for research
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* Robots should be able to work and
interact with groups of users in
populated spaces

¢ Abilities that are beneficial for
smooth interaction include having
a model of engagement (“Who
wants to interact?”, “Who am |
already interacting with?”)

obot interaction from generic interaction

Research Topics & Scenario

* This enables the robot to decide
when to engage specific users & to
react to actions of the users that
signal the intention to interact

* The “Vernissage”: A scenario
where the robot acts as a guide in
an art exhibition

The robot explaining

paintings to a group ) —
of visitors during the .
recording of the

“Vernissage” dataset T

Focus of Attention as a Dialog Cue

* Face tracking & pose recognition treated as coupled
problems in a probabilistic framework, see [4]

+ Head pose determines probabilities for different
possible focus targets, see [5] for a similar approach

+ Short term history of the robot being the most
probable focus target used to estimate engagement
intention, see [1]

Correctly detecting the “unfocused” state (left) and the visual focus on the robot
(right), yellow bars indicate probability distribution over discrete set of pan and tilt
angles, target probabilities & most probable target in blue/green

Software Architecture

+ Distributed system with Nao and external
computers for processing

+ Specific need: dataset recording for
quantitative analysis

+ New middleware RSB [6] facilitates using
Nao in a research context

* Hierarchical bus architecture

+ Generic record-replay tools available for
RSB based on introspection support
(no component changes for replay)

+ Rich meta-data set facilitates research,
e.g. synchronization of dataset
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