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1 Executive Summary

Humanoids expected to collaborate with people should be able to interact with them in the
most natural way. This involves significant perceptual and interactive skills, operating in a
coordinated fashion. Consider a social gathering scenario where a humanoid is expected to
possess certain social skills. It should be able to analyze a populated space, to localize people,
and to determine whether they are looking at the robot and are speaking to it. Humans appear
to solve these tasks routinely by integrating the often complementary information provided
by multi-sensory data processing, from 3D object positioning and sound-source localization
to gesture recognition. Understanding the world from unrestricted sensorial data, recognizing
people’s intentions and behaving like them are extremely challenging problems.

The objective of HUMAVIPS has been to endow humanoid robots with audiovisual (AV)
abilities: exploration, recognition, and interaction, such that they exhibit adequate behavior
when dealing with a group of people. Developed research and technological developments have
emphasized the role played by multimodal perception within principled models of human-robot
interaction and of humanoid behavior. An adequate architecture has implemented auditory
and visual skills onto a fully programmable humanoid robot (the consumer robot NAO). A free
and open-source software platform has been developed to foster dissemination and to ensure
exploitation of the outcomes of HUMAVIPS beyond its lifetime.

2 Project Context and Objectives

HUMAVIPS addressed a partially unexplored scientific terrain on audio-visual processing for
humanoid robotics. Working towards an interesting and relevant social robot demonstrator,
the consortium produced a considerable amount of contributions to the state of the art. The
major objectives and contributions of HUMAVIPS relate to human-robot interaction, robot
vision, robot audition, and multimodal perception (fusion of audition and vision). A particular
strength of the demonstrated prototypes was that the environment did not have to be strongly
modified for the robot demonstrations (the input contains relatively unconstrained physical
stimuli or dirty data) and that a commercially available and inexpensive humanoid robot with
corresponding limitations was used. These practical limitations motivated the development of
a special-purpose middleware that allowed easy integration of the various software modules im-
plementing sophisticated situation understanding and interactive capabilities. It also consumed
a lot of effort and were a reason why the demonstrations were not as convincing as they could
have been given the impressive research results. This refers to, e.g., a more elaborate walking
behavior or navigation without artificial markers and under more natural light conditions. The
problems due to the bad sound quality (because of an unfortunate placement of the proces-
sor fans close to the microphones) would not be an issue with a auditory-dedicated platform;
Nevertheless, it allowed the development of robust sound-source separation and localization
algorithms that are ready to be used with an updated version of the humanoid robot. Apart
from the impact through the HUMAVIPS demonstrator, which integrated sound, speech, vi-
sion and action, the main impact of HUMAVIPS is expected through the impressive amount of
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publications produced during the project. The project will also impact through its contribution
to the development of the new NAO head.

The HUMAVIPS project achieved the following objectives:

• A humanoid that explores an unstructured environment. HUMAVIPS investi-
gated methods to dynamically build a 3D description of its surrounding objects through
unsupervised extraction and fusion of relevant sensor information gathered with a few
microphones and cameras, i.e., spatial hearing and stereoscopic vision. The emphasis was
on the detection and localization of humans and on the characterization of their motion
patterns and status (silent, emitting sounds, speaking, etc.). In particular, HUMAVIPS
developed methodologies allowing a humanoid to robustly deal with very general situa-
tions such as a varying number of people that wander around, gesticulate, emit speech
and non-speech sounds, all in the presence of reverberations or other auditory sources,
other objects, etc.

• A humanoid that recognizes, understands and interacts with people. HU-
MAVIPS explored the roles of multimodality and active sensing to design a robust speech-,
prosody- and gesture-based humanoid-human interface. Emphasis was put on infor-
mal settings where several people are present. The humanoid is able to: (i) select a person
who is available (easy to reach, not committed in a private interaction with another per-
son, etc.), (ii) optimally place itself in front of the selected person in order to robustly
perform the humanoid-to-human AV interactions, and (iii) communicate with that per-
son using verbal modalities (e.g., speech recognition and simple dialog) and non-verbal
modalities (e.g., sounds and simple gestures).

• A humanoid with a memory-centered cognitive architecture. HUMAVIPS devel-
oped an architecture needed for the challenge of a humanoid being engaged in interaction
with several people in parallel. Indeed, a continuous balancing between active multi-
sensor exploration, on one side, and adequate synthesis of behavior, on the other side,
demands for a systemic architectural approach. HUMAVIPS hence investigated the po-
tential of memory-centered architecture comprising short- and long-term memories with
a special focus on fusing social and perceptual abilities in cognitive models. This resulted
in a novel humanoid-focused robot architecture informed by cognitive foundations such
as associative retrieval of knowledge, active perception loops, as well as arbitration on the
basis of action primitives such as particular body movements and gestures.

• Demonstration of achievements using a realistic and challenging scenario. To
demonstrate the achievements of HUMAVIPS we have decided to use a specific scenario,
termed the ”Vernissage”, e.g., figure 1. In this scenario, the humanoid (NAO) acts as
a guide robot in a small art gallery taking care of a corner of the room where several
paintings are exhibited. The robot is waiting in front of the paintings, being aware of
the visitors in the room. Based on the appropriateness given the current situation either
the robots takes the initiative to give explanations for some paintings or NAO waits until
being addressed by visitors. This decision as well as keeping up the ongoing conversation
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Figure 1: The ”Vernissage” scenario has been chosen to demonstrate the project’s achieve-
ments because it is representative of a wide spectrum of situations were a small ”toy” robot
interacts with a group of people.

require good knowledge about the people and their state inside the scene. Besides being
able to focus on single persons, we have specifically chosen this scenario as it allows to
demonstrate the robot’s ability to understand group constellations and react appropriately
when multiple people are interacting with the robot.

• Design, implementation and demonstration of an audio-visual head compatible
with the project roadmap. In the context of the HUMAVIPS, Aldebaran Robotics
designed and provided to all the partners a new NAO head featuring a stereoscopic
camera pair. While stereoscopic vision is a well investigated topic, it appeared that,
from an industrialization point of view, it has not been easy to find a solution to this
problem. Nevertheless, a new robot head was delivered to all the partners at month 18
of the project. The second and third (final) project demonstrators successfully used this
new head through the RSB (robotics service bus) that integrates the Naoqi middleware
and that allows remote and real-time processing of both the visual and auditory data
provided by the head’s two cameras and four microphones.

3 Scientific and Technological Results

3.1 The audio-visual fusion model

The problem of data fusion and multi sensory integration has been recognized for a long time
as being a key ingredient of an intelligent system. Among all possible applications using audio-
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visual data, we are interested in detecting multiple speakers in informal scenarios. The robot’s
primary task (prior to speech recognition, language understanding, and dialog) consists in re-
trieving the auditory status of several speakers along time. This allows the robot to concentrate
its attention onto one of the speakers, i.e., turn its head towards in the speaker’s direction to
optimize the emitter-to-receiver pathway, and attempt to extract the relevant auditory and
visual data from the incoming signals. We note that this problem cannot be solved within the
traditional human-computer interaction paradigm which is based on tethered interaction (the
user must wear a close-range microphone) and which primarily works in the single-person-to-
robot communication case. This considerably limits the range of potential interactions between
robots and people engaged in a cooperative task or simply in a multi-party dialog. In this paper
we investigate untethered interaction thus allowing a robot with its onboard sensors to perceive
the status of several people at once and to communicate with them in the most natural way.

The original contribution of HUMAVIPS is a complete real-time audio-visual speaker detec-
tion and localization system that is based binocular and binaural robot perception as well as on
a generative probabilistic model able to fuse data gathered with camera and microphone pairs.
Because of on-line and on-board processing constraints associated with humanoid platforms,
the computational load and complexity are constraints that need to be taken into account.
Furthermore, the robot does not have a distributed sensor network, but merely a few sensors,
which are all located in its head – an agent-centered sensor architecture. Hence, one should
achieve a trade-off between performance and complexity.

We present both a novel method and an original system approach to tackle the problem of
on-line audio-visual detection of multiple speakers using the companion humanoid robot NAO1.
The proposed method uses data coming from a stereo pair of cameras and two microphones.
Implemented on a hardware- and sensor-independent middleware, the software runs on-line
with good performance. The 3D positions of the speakers’ heads are obtained from the stereo
image pair, and interaural time difference (ITD) values are extracted from the binaural signals.
These features are then fused in a probabilistic manner in order to compute, over time, the
probability of each person’s speaking activity.

The approach exhibits a number of novelties with respect to previous work addressing audio-
visual fusion for speaker detection: (i) visual features are obtained from a stereoscopic setup and
thus represented in 3D, (ii) auditory features are obtained from only two microphones, while
most of previous work uses an array of microphones, (iii) the software is reusable with other
robot sensor architectures, due to the flexibility of the underlying middleware layer, and (iv)
good on-line performance in a complex environment, e.g., echoic rooms, simultaneous auditory
sources, background noise, uncontrolled lighting, cluttered scenes, etc.

The overall goal is to retrieve the audio-visual (AV) state of the speakers in front of the
robot. That is, the number of speakers as well as their positions and their speaking state. In
order to reach this goal, we adopted the framework proposed in [?]. Based on a multimodal
Gaussian mixture model (mGMM), this method is able to detect and localize audio-visual
events from auditory and visual observations. We chose this framework because it is able to
account for several issues: (i) the observation-to-speaker assignment problem, (ii) observation

1http://www.aldebaran-robotics.com
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Figure 2: Graphical model generating the audio-visual observations. The hidden variable Z
follows a multinomial distribution with parameters π1, . . . , πN+1. The audio-visual observations
X follow the law described by the probability density function in Equation 2.

noise and outliers, (iii) the possibility to weight the relevance of the two modalities, (iv) a
generative formulation linking the audio and visual observation spaces, and (v) the possibility
to deal with a varying number of speakers through a principled model selection method.

In a first stage, the low-level auditory and visual features are extracted. While the former
correspond to the interaural time differences (ITDs), the latter correspond to interest points in
image regions related to motion which are further reconstructed in the 3D space using a stereo
algorithm. These 3D points will be referred to as the visual features.

The following direct sound propagation model:

ITD(S) =
‖S −M 1‖ − ‖S −M 2‖

ν
, (1)

is assumed. In this equation S corresponds to the sound source positions in the 3D space,
e.g., a speaker, M 1 and M 2 are the 3D coordinates of the microphones in some robot-centered
frame, and ν denotes the sound speed. Equation (1) maps 3D points onto the 1D space of ITD
observations. The key aspect of our generative audio-visual model [?, ?] is that (1) can be used
to map 3D points (visual features) onto the ITD space associated with two microphones, on
the premise that the cameras are aligned with the microphones [?]. Hence the fusion between
binaural observations and binocular observations is achieved in 1-D.

The underlying multimodal GMM (mGMM) is a one-dimensional mixture of Gaussians.
Each mixture component is associated with an audio-visual object centered at µn and with
variance σ2

n. This mixture has the following probability density function:

prob(x ; Θ) =
N∑
n=1

πnN (x ; µn, σ
2
n) + πN+1 U(x), (2)

where N is the number of components, i.e., audio-visual objects, πn is the weight of the nth

component, N (x ; µn, σ
2
n) is the value of the Gaussian distribution at x, U is the value of the

uniform distribution accounting for outliers, and Θ = {πn, µn, σ2
n}. In this equation, x stands

for a realization of the random variable X, shown in the corresponding graphical model on
Fig. 2, that could be either an auditory observation, i.e., an ITD value or an observed 3D
point, i.e., a visual feature, mapped with (1). Notice that both Θ and the hidden variable
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Z (modeling the observation-to-object assignments) need to be estimated. This is done using
an Expectation-Maximization (EM) algorithm, derived from the probabilistic graphical model.
Notice that with this formulation the number of AV objects N can be estimated from the
observed data by maximizing a Bayesian information criterion (BIC) score [?]. However, this
implies to run the EM algorithm several times with different values of N , which is prohibitive in
the case of an on-line implementation. From a practical point of view the problem of estimating
N can be overcome by replacing the 3D visual points with 3D faces as described below.

The initial implementations of the nGMM EM algorithm was using 3D points, as just
described. Alternatively, one can replace 3D points with 3D faces, more precisely with 3D face
centers which are fair approximations of 3D mouth positions, i.e., the 3D acoustic emitters. In
practice we start by detecting faces in images. Face centers are then detected in the left image
of the stereo camera pair. Each left-image face center is then correlated with the right image
along an epipolar line in order to obtain a stereo correspondence between the face center and
a associated point along the epipolar line in the right image. This allows to reconstruct a 3D
point, Sn, that can be viewed as 3D face center. See [?] for more details. The use of faces
drastically simplifies the complexity of the approach because a single semantically-meaningful
face center replaces a cloud of points associated with a, possibly moving, 3D object. Initial
means can be easily obtained from (1), i.e., µn = ITD(Sn) while N , the number of AV objects
can be easily estimated using any face detector.

As already mentioned we use ITDs, i.e., the time delay between the signals received at
the left and right microphones. Notice that, due the symmetric nature of the ITD function,
there is a front/back ambiguity, which is however slightly attenuated by the transfer function
of the robot head. There are several methods to estimate ITDs; We chose the cross-correlation
method, since it optimizes a trade-off between performance and complexity. ITD values are
obtained in real-time by computing the cross-correlation function between the left and right
perceived signals during an integration time window of length W , expressed in number of time
samples, or frames. The time delay τ corresponding to the maximum of the cross-correlation
function in the current integration window is computed as follows:

τ =
1

Fs
argmax
d∈[−dM ,dM ]

W∑
t=1

l(t)r(t+ d) (3)

where l and r are the left and right audio signals, Fs is the sampling frequency and dM denotes
the maximum possible delay between microphones, i.e., dM = ‖M 1 −M 2‖/ν. The time
window W is a trade-off between reliability and significance. On one hand, a high W value
implies more reliable ITD values, since the effect on the local maxima of the cross-correlation
function is reduced. On the other hand, a small W value speeds up the computation. The
parameter f denotes the shift of the sliding window used to compute the ITD. In order to
extract one ITD value, two conditions need to be satisfied. First, there should be enough
samples available within the integration window W . Second, the mean energy of the signals in
the integration window should be higher than a given threshold EA. In this way, we avoid to
compute ITD values when the audio stream contains nothing but noise. Notice the method does
not assume that the perceived sound signals are associated with some semantic i.e., speech,
pulse-resonance sounds, etc.
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The audio-visual fusion model outlined above, and 1 in particular, implies that the visual
and auditory observations are computed in a common reference frame. This allows visual data
to be aligned with auditory data. In practice it means that the cameras’ extrinsic calibra-
tion parameters (position and orientation) and the microphones’ positions are expressed in a
common reference frame. Extrinsic camera calibration is performed using the state-of-the-art
algorithm of [?].

Audio-visual calibration can be achieved using (1). A sound-source is placed in a known
position S while M 1 and M 2 are unknown and hence must be estimated. The method (i) uses
an audio-visual target (a loud-speaker emitting white noise coupled with a small red-light bulb)
to precisely position the sound source in the camera-pair reference frame, and (ii) estimates
the unknown parameters M 1 and M 2 by considering several target positions and by solving a
non-linear system of equations of the form of (1).

This calibration procedure does not take into account the fact that the microphones are
plugged into the robot head, as already mentioned above. To account for head effects we
introduce two corrective parameters, α and β, to form of an affine transformation.

ITDAD(S) = α
‖S −M 1‖ − ‖S −M 2‖

ν
+ β, (4)

These parameters are estimated using the same audio-visual target mentioned above. The
audio-visual target is freely moved in front of the robot thus following a zigzag-like trajectory.
The use of white noise greatly facilitate the task of cross-correlation, i.e., there is single shapr
peak, and hence, makes the ITD computation extremely reliable. The reverberant components
are suppressed by the direct component of the long lasting white noise signal. However, it is
possible to set up the experimental conditions such as to reduce the effects of reverberation,
e.g., the room size is much larger than the target-to-robot distance. If the microphone positions
are estimated in advance, the estimation of α and β can be carried out via a linear least-square
estimator derived from 4.

3.2 Face and gender recognition

The task is to discriminate still images depicting human faces into two classes - males and
females. The gender classification task is a challenging problem for several reasons. Namely,
there is a huge variability in images belonging to the male and female class which is caused
by changes in illumination (direction and intensity), background, pose of the face, expression
and so on. A robust gender classifier must take these variations into account. In addition, our
application requires to select a reasonable trade-off between the classification accuracy and the
computational complexity of the classifier. The computational complexity is an issue as the
final gender classifier is required to run in real-time on a robot equipped with a low-end CPU
comparable to that of current mobile devices.

We use a standard Ada-Boost based face-detector to find a rough positions of faces in
the input image. Images cropped around the face detections whose bounding boxes are en-
large by some margin serve as the input to the gender classifier. We use a pyramid of Local
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Binary Patterns (LBP) as a low-level feature description of the images. The LBP features
provide invariance against monotonic changes in the intensity values at a low computational
cost. In addition, the LBP feature description is rich enough to discriminate image manifolds
corresponding to the male class the female class. We learn the manifolds from a training set
containing thousands of examples of male and female images. The major problems is that
face-detector does not provide a reliable pose estimate. If applied to real-life images the size
and position of a bounding box estimated by the face detector fluctuates in order of tens of
percents of the actual face size. The same holds for the estimate of the in-plane rotation of
the face which, if implemented, considerably prolongs the detection time. This implies that
the gender classifier must be sufficiently robust against changes in scale, position and rotation.
We describe two different classification models to cope with the problem which offer different
classification accuracy and computational complexity.

1. Gender classifier trained from virtual examples. The input image is described by a high
dimensional feature vector fed into two-class linear SVM classifier. The classifier is rich
enough to separate image manifolds containing male and female images in all admissible
poses. To make the classifier robust against the three image transformations – rotation,
translation and scale – we train the classifier parameters from a huge set of virtual exam-
ples which are generated by applying the transformations to a set of registered images.
The main problem of this approach are very high computational and memory demands on
the training algorithm which are caused by the huge set (tens of millions) of the virtual ex-
amples. We propose a new framework for training linear Support Vector Machines (SVM)
classifier which makes the virtual example method feasible even on standard notebooks.
The considerable advantage of this approach is a very low computational complexity of
the resulting gender classifier which makes it a perfect choice for the low-end hardware
of the robot.

2. Structured output gender classifier. In this case, the uncertainty in the position, scale
and rotation is modeled explicitly by the designed classification model. To this end, an
additional hidden parameter is introduced which accounts for the actual pose of the face
within the input image. The resulting classifier simultaneously estimates pose of the
face as well as the gender of the displayed person. This approach differs from the cur-
rent state-of-the-methods when the pose estimation and the classification itself is carried
out in two independent stages which inevitably increases the classification error. Train-
ing and classification times of the proposed structured output classifier are significantly
higher compared to the first approach. On the other hand, the classifier provides higher
classification accuracy.

Let X be a set of images containing a human face and Y = {1, 2} be a set of image labels
where y = 1 denotes male and y = 2 female face. Let (x, y) be a realization of random
variables with a p.d.f. p(x, y) defined over X × Y . We are interested in a classifier h : X → Y
which estimate a class label y from a given input image x. Given a set of training examples
{(x1, y1), . . . , (xm, ym)} ∈ (X × Y )m i.i.d. from the unknown p.d.f. p(x, y), the goal is to learn
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a classifier whose expected classification error

R[h] =
∑
x

∑
y

p(x, y)[[y 6= h(x)]]

Let Φ: X → Rn be a feature map which assigns n-dimensional feature vector Φ(x) to the
input image x. We assume that a reasonably good classifier should be in the set of linear
classifiers

h(x) =

{
1 if 〈Φ(x),w〉 ≥ 0 ,
2 if 〈Φ(x),w〉 < 0 ,

where w ∈ Rn is an unknown parameter vector to be learned from the training examples. We
use the Support Vector Machine (SVM) algorithm to train the parameter vector w from the
examples. The SVM algorithm finds w by solving a convex optimization task

ŵ = argmin
w∈Rn

[
λ

2
‖w‖2 +

1

2

m∑
i=1

max{0, 1− yi〈w,Φ(xi)〉
]

(5)

where λ > 0 is a prescribed regularization constant used to control over-fitting of the classifier.
In practice, the value of λ is tuned on an independent set of examples. The problem (5) is well
understood and there exists a plethora of optimization algorithms for its solution. We use the
Optimized Cutting Plane Algorithm (OCA) which is guaranteed to find ε-optimal solution in
O(1

ε
) iterations. The computational complexity of each iteration of the OCA algorithm scales

linearly with both the number of examples m and the dimensionality of feature vector n.

In our application we have a prior knowledge that makes it possible to generalize from the
training examples to novel test examples. Specifically, we know that there are transformations
(translation, rotation and scale) of the image x ∈ X which leave its class membership y invari-
ant. A commonly used way to incorporate prior knowledge into SVM classifiers is to augment
the set of training examples with virtual examples (VE) that are created by applying a set of
transformations (against which we want invariance) to the training examples [?].

To put it formally, our prior knowledge is described by a set T which contains a finite
number of transformations T : X 7→ X. We require that

h(Φ(Txi)) = yi , ∀T ∈ T , i = 1, . . . ,m

where {(xi, yi)}mi=1 are given training examples. Training of h can be expressed as training of a
standard SVM classifier from |T |m virtual training examples

{(x, y) | x = Txi, y = yi, T ∈ T , i = 1, . . . ,m, }
The VE method has two important advantages. First, it does not impose any constraints
on the transformations T . Second, existing SVM solvers can be used to train the invariant
classifier. However, the cardinality of T may increase exponentially when the transformation
T is composed of s simpler ones, T = T1 � · · · � Ts and thus T = T1 × · · · × Ts. Thus, VE
are computationally demanding because they (a) significantly increases the number of training
examples and (b) pose huge memory requirements to store all m|T | virtual examples.
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To alleviate the computational demands of the VE method we have proposed the computa-
tional framework for linear SVMs (COFFIN). Here we give only a brief describe the framework.
The core idea of the COFFIN is simple – instead of pre-computing the VE in advance, we gen-
erate them on demand. Since only the original examples need to be stored in memory, this
approach drastically reduces memory requirements. The on demand generation of the VE can
be implemented efficiently thanks to the following key observation about the SVM solvers: All
existing SVM solvers do not require direct access to elements of the parameter vector w or the
feature vectors Φ(xi), but merely require the following two operations:

1. Dot product between feature vector and the vector w:
r ← 〈Φ(x),w〉 DOT

2. Multiplication with a scalar λ ∈ R and addition to the vector v ∈ Rn :
v ← αΦ(x) + v. ADD

By well organizing the computation of the operations DOT and ADD for the on demand
generated examples one can significantly save memory and even the computational demands.

We consider exactly the same formulation of the classification task as defined in the previous
section. That is, the goal is to find a classifier h : X → Y which minimizes the expected
classification error (??) where X is a set of images and Y = {1, 2} is a set of image labels.
In this section, however, we consider very different classification model. Namely, the approach
described in the previous section achieves robustness of the classifier by incorporating the
variation in the face pose into the training set. By contrast, the approach of this section
accounts for the pose explicitly in the construction of classification model.

We assume that pose of the face contained within the input image x is know only approx-
imately. To model this uncertainty, we introduce a set Z = {(u, v, ϕ, s) | u ∈ U, v ∈ V, ϕ ∈
Φ, s ∈ S} containing all possible locations of a rectangular region within the input image x.
We assume that the face region has a fixed aspect ratio and its location is determined by an
upper left corner coordinates (u, v), a rotation ϕ and a scale s.

We assume that a reasonably good classifier should have the following form

h(x) = argmax
y∈Y

max
z∈Z

f(x, y, z;w) and f(x, y, z) = 〈w,Ψ(x, y, z)〉

where f(x, y, z;w) is a score function measuring a match between the triplet (x, y, z). The
score function is defined as a dot product between a parameter vector w ∈ Rn and a mapping
Ψ: X × Y × Z → Rn. We construct the mapping Ψ as follows. Let Φ: X × Z → Rn

2 be a
feature description of a rectangular region with location z cut off from the input image x. In
particular, we normalize the cropped region to a fixed size and compute a pyramid of Local
Binary Pattern (LBP) features which stacked to a column vector form the feature description.
The advantage of the LPB features is their invariance to monotonic transformation of the image
intensity and relatively low computational cost. However, any other feature description can be
readily used. Having the feature map Φ defined, we define the mapping Ψ as follows

Ψ(x, y
Φ(x, z)

0
and Ψ(x, y = 2, z) =

[
0

Φ(x, z)

]
,
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Figure 3: The chart illustrates the process of computing the score function of the gender
classifier.

where 0 ∈ Rn
2 is a vector of all zeros. Let us split the parameter vector w ∈ Rn into w1 ∈ Rn

2

and w2 ∈ Rn
2 , i.e. w = [w1;w2]. With this definition the score function equals to 〈w1,Φ(x, z)〉

for the class y = 1 and it is 〈w2,Φ(x, z)〉 for the class y = 2. In other words, the score function
f(x, y, z) evaluates the match between the prototype feature vector wy of the class y and the
feature description of the rectangular region with location z cropped out of the input image x.
With these definitions, the classifier (5) boils down to

h(x) =

{
1 if maxz∈Z〈w1,Φ(x, z)〉 ≥ maxz∈Z〈w2,Φ(x, z)〉
2 otherwise

Figure 5 illustrates the procedure to compute the score function.

To obtain the parameter vector w, we propose a discriminative learning algorithm which is
inspired by the Structured Output Support Vector Machine (SO-SVM) classifier [cite Tsochan-
taridies]. Unlike the original SO-SVM, we need to cope with two hidden variable y and z.
The hidden variable y is the class label whose value should be estimated by the classifier. The
misclassifications of the class label are penalized by the 0/1-loss function. On the other hand,
the hidden parameter z modeling the unknown pose of the face is actually not required. This
implies that misclassifications of z should not be penalized. Note, that the original SO-SVM
framework does not allow to cope with the setting when the hidden state splits to penalized
and non-penalized part. We require that each training image x is annotated with its actual
class label y and also the face pose z. That is, the training set is a collection of examples of
triplets {(x1, y1, z1), . . . , (xm, ym, zm)} ∈ (X×Y ×Z)m. Having such training set, we formulate
learning of the parameter vector w as a convex minimization problem

ŵ = argmin
w∈Rn

F (w) :=
λ

2
‖w‖2 +R(w) (5)
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Training set Validation set Test set Total
12,822 5,682 5,093 23,597

Table 1: The split of the image database into training, validation and test set.

where

R(w) =
1

m

m∑
i=1

[
max

{
0, 1− 〈w,Ψ(xi, yi, zi)

〉
+ max

z∈Z

〈
w,Ψ(xi, ŷi, z)

〉}]
and ŷi denotes the complement of label yi, that is, ŷi = 2 if yi = 1 and ŷi = 1 otherwise.
The risk function R(w) evaluates performance of the classifier (5) on the training examples.
It is easy to see that R(w) ≥ 1

m

∑m
i=1[[h(xi) 6= yi]] holds which implies that R(w) is a convex

(piece-wise linear) upper bound on the empirical risk defined by the 0/1-loss function. The
term λ

2
‖w‖2 is a quadratic regularizer introduced to control over-fitting which is achieved by

constraining the parameter space (and thus class of the classifiers) whose volume is inversely
proportional to the constant λ. The optimal value of λ is not known and, in practice, it is
tuned on validation data.

The objective function F of the problem (5) is strictly convex and non-differentiable.
Though the problem can be equivalently transformed into a standard convex quadratic pro-
gram its optimization would not be feasible by off-the-shelf algorithms. Instead, we minimize
directly the non-smooth objective F by the Bundle Method for Risk Minimization Algorithm
(BMRM) [cite teo] which is a variant of the bundle methods – a workhorse of the non-smooth
optimization. The BMRM algorithm transforms the original hard problem (5) into a series of
small-size quadratic problems with simple constraints. The BMRM algorithms is guaranteed
to finds ε-optimal solution in O(1

ε
) iterations. The BMRM algorithm only require procedures

to compute the function value of the risk R(w) and its sub-gradient R′(w) at given points w.
By Danskin’s theorem, the formula for the sub-gradient of R reads

R′(w) =
1

m

[
Ψ(xi, ŷi, ẑi)

〉−Ψ(xi, yi, zi)
]

where
ẑi ∈ argmax

z∈Z

〈
w,Ψ(xi, ŷi, z)

〉
(5)

The main computational burden in evaluation of the risk R and its sub-gradient R′ is in
solving the task (5). It is seen that solving (5) is also required in the classification stage (c.f.
formula (5)). Hence, it is beneficial to spend time in efficient implementation of (5) as it speeds
up both training stage and the classification.

We use a large database of images containing faces of 23,597 people with varying ethnicity,
age, resolution and background clutter. We split the images into training, validation and test
set using the proportions summarized in Table 1.

Each face is manually annotated with gender of the depicted person. In addition, the
training and the validation images are endowed with the face pose derived from a manually
annotated positions of eyes, nose and mouth.
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Method Classification Classification
error time [sec/image]

Virtual Examples SVM 13.7% 0.2× 10−3

Structured Output SVM 12.3% 1.2

Table 2: Average classification error and the classification time of the gender classifiers based
on the structured output SVM and two-class linear SVM trained from virtual examples.

We compare the gender classifiers based on the two-class linear SVM trained from the virtual
examples (VE-SVM) and the structured output SVM (SO-SVM). Both methods are trained on
the same training set and the SVM regularization constants λ are tuned on the same validation
set. Both methods use exactly the same code for computing the low-level features, i.e., the Local
Binary Patterns. The comparison was done on a notebook with Intel(R) Core(TM)2 Duo CPU
at 2.66 GHz with 4GB RAM. In the case of the VE-SVM, we applied 735 transformations (3
scales, 5 rotations, 49 translations) to each training image which generated around 9.4 × 106

virtual examples (dimension 723,712, sparsity 0.4%) which would require around 99GB memory.
Thanks to the proposed COFFIN framework, training SVM classifier from such huge amount
of examples is tractable on the standard notebook with only 4GB RAM.

Here we compare VE-SVM and SO-SVM classifiers in terms of the classification accuracy
and the classification time which are the characteristics of interest in our application. The
average classification accuracy and the time are measured on the test set. Table 2 summarizes
the obtained results. The receiver operating characteristics of both classifiers is displayed in
Figure 4. It is seen that the SO-SVM has by 1.4% lower classification error compared to
the VE-SVM as expected. However, the gain in performance is paid by significantly longer
classification time. In particular, the SO-SVM requires 1.2 seconds while the VE-SVM needs
only 200 microseconds. There is still a room for improving the efficiency of the structured output
classifier, however, the classification time will not be probably lower than 100 milliseconds on
the same hardware.

3.3 Visual focus of attention based on head localization and tracking

The Humavips vernissage scenario represents an archetype of robot-to-human and robot-to-
group situation. There, as a person or a group of persons addresses the robot, or the robot
detects that somebody is interested in a particular painting, it should be able to propose the
guide service and provide information on paintings. This involves both, detection of situations
where visual attention is focused on the robot or on a painting, and keeping track whether
people follow the explanations. Several tasks are crucial in achieving this goal: detect people
that enter the robot field of view, track them in a dynamic environment where people move,
rotate their head and the robot himself walks and performs gestures, and stop tracking people
as they move out of the scene. Secondly, the head rotation angles of tracked persons should be
estimated to approximate their visual gaze direction.

The most straightforward approach to solve this problem is to employ a face detector [13].
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Figure 4: Receiver operating characteristics of the gender classifiers based on the structured
output SVM (blue) and two-class linear SVM trained from virtual examples (red).

However, despite much progress performed on multi-view face detection, this is not sufficient,
and 30 to 40% of faces are missed even in simple scenario, for instance due to variability
in face appearance or lighting conditions. Above all, detection failures are the consequence
of less common head poses that people naturally take e.g. when looking at other people in
the same room, or looking down, which often involves large head tilts. Unfortunately, the
missed detections do not happen at random time, since for the above reasons, the difficult head
postures can last for long periods. In practice, this means that face detection algorithms have
to be complemented by robust tracking approaches; not only to interpolate detection results
or filter out spurious detection as is often assumed, but also to allow head localisation over
extended periods of time.

Tracking people’s head all (most of) the time is very important to avoid the robot becoming
’blind’ under under non-frontal poses, making it difficult to understand for it what is going on,
and for instance, check that people look at the painting it is curretnly explaining.

• we have developed a method that exploits multiple dynamics for the head: both state-
based dynamics that accounts for regular motions, and image-based that accounts for
abrupt motion changes and variable frame sampling. It is described in Subsection ??.

• we have developed a principle framework to address track creation and track deletion.
For instance, how do we know at each point in time that a tracker is doing fine or that
there is a failure? This an important issue in practice since a false positive (detecting a
track failure while there was none) may mean losing a person track for a long period until
the detector finds the face again. In most algorithms, assessing tracking failure is often
left to the (sudden) drop of objective or likelihood measures which are not that easy to
control in practice.

• code has been optimized to achieve real-time performance, as well as to address the
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u

v

Figure 5: Head parameters s used in the tracking model: location (u, v), scale α and excen-
tricity β of a head in a 2D image, and head pose defined by pan ϕ, tilt ψ and roll θ.

problem of irregular frame sampling due to the variability in the robot computational
load that affects frame acquisition. The current algorithm is integrated and running on
the HUMAVIPS framework.

Experiments on Nao data, including those from the recently collected data, demonstrate the
algorithm performance.

We adopted an approach where head tracking was coupled with head pose estimation, as
it allows to avoid state drifts that are due to head rotations, better localize head in the image
and perform more precise head pose estimation, as would be shown further.

Thus we consider the task of simultaneous head tracking and head pose estimation based
on a set of consecutive images. A head is described by a set of parameters s: its location (u, v)
on the 2D image plane, scale α and excentricity β paratemers that define its shape, and head
pose parameters (ϕ, ψ) that stand for pan and tilt head rotation angles in 3D:

s = {u, v, α, β, ϕ, ψ}. (5)

Schematic representation of these parameters is given in Figure 5. We note that the head roll
angle θ is not included into the state, as soon as it is irrelevant to the gaze direction which we
use to estimate the VFOA.

We assume that head state evolution {s0, t0; s1, t1; . . . ; sn, tn; . . .} is described by a first order
Markov process with transition probability P1|1(Sn, tn|sn−1, tn−1) and the initial distribution
P1(S0, t0). Here and in what follows we write capital letters for random variables and small
letters for their realisations. Above, tn denotes the time instant at which the nth image has been
captured. Note that unlike fixed-infrastructure systems that address real-time face and VFOA
tracking, the sequences of these time instants is not regular in our real-time system since the
computational load on the robot can highly vary in function of its activities (eg is it moving or
not, is it synthetizing speech, etc), and thus impact the visual data acquisition and processing.
The observations {Y 0,Y 1, . . . ,Y n, . . .} corresponding to the state sequences are assumes to

17 of 40



HUMAVIPS Final Report May 31, 2013

be independent given the object states. Alltogether, our dynamical bayesian network is thus
fully defined by the transition probability P1|1 (that we refer to as dynamic model) and to the
observation probability P (Y n|sn) that forms our observation model.

Given the model above, we use particle filtering, a well-known technique to approximate pos-
terior density P (S0, t0;S1, t1; . . . ;Sn, tn | y0,y1, . . . ,yn) or the filtering density P (Sn, tn|y0,y1, . . . ,yn)
by a set of weighted particles. More precisely, we adopt the sequential importance sampling
strategy and take the dynamic model P1|1 as the importance density. Hence, the weight win of a
particle i at time tn after sampling is simply given by its likelihood, ie given by win = P (Y n|sin).
In our experiments we take 200 particles per tracker with the total number of trackers Ntr lim-
ited to 10, which guarantees real-time performance of our model.

As prior on the state process, the choice of dynamics is important to constrain the estimation
and avoid tracking failure. In our tracking framework, it is even more important since it used
as well as proposal to explore the state space during optimization. However, people’s motion
are difficult to predict: they may remain relatively static when interacting with Nao. When
they move around, they can have a constant speed. Finally, we can also observe abrupt motion
changes at motion transitions, or due to sudden and fast motion of Nao’s head. Accordingly,
to handle all these situations, we have defined the dynamical model as a mixture of different
elements:

P (Sn, tn|sn−1, tn−1) = γRSPRS(Sn, tn|sn−1, tn−1)+

γSBPSB(Sn, tn|sn−1, tn−1) + γIPI(Sn, tn|sn−1, tn−1) (5)

which are defined below. The first one defines a random search which accounts for a no-motion
situation:

PRS(Sn, tn|sn−1, tn−1) = N (Sn; sn−1,∆tnΣ(sn−1)),

and the second one a random search with state-based velocity estimates :

PSB(Sn, tn|sn−1, tn−1) = N (Sn; sn−1 + ∆tnµn,∆tnΣ(sn−1)),

that accounts for constant speed motion, where ∆tn = tn − tn−1 is a time interval between
the two states, N is a probability density of a multivariate Gaussian distribution and µn is
an estimated velocity vector µn = (ŝn−1 − ŝn−2)/(tn−1 − tn−2), for the state estimates ŝn−1

and ŝn−2 obtained at tn−1 and tn−2 respectively. In both the above cases, Σ(s) is a covariance
matrix that depends on head scale α, and thus implicitely on the distance to a person and its
potential visual speed2.

Image-based dynamics. These proposal distributions are entirely based on random search
and state statistics. However, as mentionned above, there are also abrupt speed changes that
are difficult to predict based only on past information, and which are the situation that often
lead to failure. Indeed, in these cases, it is more appropriate to directly exploit the information
contained in the images, and which are of two different natures: instantaneous observations

2The assumption is that person closer to a robot will exhibit faster visual motion than people in the back-
ground.
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(a)

(b)

Figure 6: Estimated displacement field and support weights obtained from the parametric
motion model [?] with the associated sampling results for the cases of (a) proper support choice;
and (b) improper support choice. Green arrows depict motion vectors evenly distributed over
the support, green colour intensity encodes motion support weights: the more intensive the
colour is, the more compliant is the pixel with the estimated model.

reflecting the presence of the object, as produced by a face detector ; and sequential observations
reflecting observed image-based motion between frames. Thus, the image based dynamics is
defined as PI = γIDPID + γIMPIM with

PID(Sn, tn) = N (Sn; sID,Γ), (5)

where sID denotes the closest face detection associated with the track (when it exists) and

PIM(Sn, tn|sn−1, tn−1) = N (Sn; sIM,ΓIM), (5)

where sIM = sn−1+µIM
n ∆tn is a state predicted from the image motion. This motion is measured

using a robust parametric motion model [?] estimator applied to an image patch around the
estimated head location in the previous frame to calculate the displacement field at every
pixel and derive µIM

n . However, a proper choice of the estimation support is important for the
reliability of the algorithm.

Examples of the estimated motion with support pixel weights, as well as the associated
samples are shown in Figure 6. The images are taken from sequences that were acquired on
Nao robot at approximately 7 fps. Green arrows depict motion vectors evenly distributed over
the support (10 pixels apart), green colour intensity encodes motion support weights: the more
intensive the colour is, the more compliant is the pixel with the estimated model. Top row
shows the case when the support is properly chosen - head represents the major part of the
support. Bottom row demonstrates bad performance of the predictor distribution which is
caused by support misplacement - significant part of its area belongs to background.
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3.4 Robot-to-group interaction and dialog

From NAO’s point of view, knowing who the current addressee is i.e. ‘to whom a spoken
utterance is addressed at’ is important in multi-party interactions. This information is useful
for him to decide automatically if he ‘has to’ or ‘should not’ or ‘can respond’. Though gaze
information about ‘who the current speaker is looking at’ carries valuable information, previous
research has shown that this cue is not always sufficient for addressee prediction. Therefore
inbvestigation of other cues that could benefit the task is of interest to improve the performance.
In this view, we have performed the following works:

• Addressee Estimation: Third, we defined several interesting features that capture
different contextual information, such as the gaze cues not only from the speaker but also
from the partner, the subjective difficulty of the quiz question, and if the speaker spoke
the previous utterance as well. The VFOA used was from the ground-truth as well as
automatically estimated from the vicon head pose. Our results shows that results up to
85-90 % accuracy (using the ground-truth VFOA) and 75-80% (using automatic VFOA)
could be obtained. Interestingly, to the contrary of what people used dominantly, only
using looking at Nao as a single cue is not the best gaze performing feature. Furthermore,
results showed that context can help in obtaining better performance.

• Learning from interactions. Finally, we explored the possibility to adapt over time
(from one session to another) an addressee recognizer that would be different for each
quizz question. We proposed a method that adapted a feature online (when are people
addressing the robot after the question was set) to build models that can be adapted to
learn with time, instead of just using static models. Experiments did not show convincing
results, demonstrating the difficulty of the task and of online learning for the addressee
estimation scenario.

Dataset scenario: We use nine interactions from the Vernissage corpus, where a humanoid
robot NAO explains a set of paintings and gives a quiz to two human participants. All partic-
ipants are involved in only one interaction. For the analysis below, we use only the quiz part,
which consists of nine questions (or quiz episodes) in art and culture, which are the same
across the participant set. Some of the questions are about a set of paintings that NAO intro-
duces to the participants before the quiz. In general, participants discuss among themselves
before answering a question, but this is not always the case (eg when questions are ’easy’).

Annotations: All utterances and corresponding addressee (either Nao or the Partner) were
annotated following the method described above. The visual focus of attention of each par-
ticipants was also annoated with labels: NAO, Ptr, the three paintings Pai1, Pai2, and Pai3,
Unfocussed, and a catch-all-class Don’t know.

Annotation analysis: Considering the quiz part in the nine interactions, there are 331 ut-
terances of human participants in total, of which 172 were directed towards NAO, whereas 159
were directed towards a human partner (denoted Ptr henceforth). This dataset is denoted
DatasetFULL henceforth. We also experimented with a subset of utterances, that occur before
the first interruption from NAO (denoted DatasetSUB). This subset contains 200 utterances of
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FULL dataset SUB dataset
NAO Ptr Total NAO Ptr Total

occurences 172 159 331 107 93 200
Turn duration (mean) in sec. 1.43 1.25 1.34 1.48 1.38 1.43
Turn duration (std) in sec. 1.3 1.1 1.2 1.3 1.2 1.3

Table 3: Statistics: FULL and SUB datasets

Figure 7: Illustration: Dataset-FULL and Dataset-SUB. Speech segmentation of a typical
interaction. Utterances directed at NAO (Utt-> NAO) could be an answer or a clarification
(like ‘could you please repeat the question’). Dataset-FULL includes all utterances of Person
1 and 2. Dataset-SUB includes only those utterances before the first interruption from NAO
after asking the question.

human participants in total, of which 107 were directed towards NAO, whereas 93 were directed
towards a human partners. Table 3 gives some basic statistics about the utterances directed
to NAO and the partner for the two datasets. We have also marked the start and end of quiz
questions as episode units (see Fig. 7 for the illustration about the episodes and the subset
of utterances). Later, we use some attributes of the episodes as contextual cues.

Episode statistics analysis. Fig. 8 gives some basic statistics about the episodes. The first
three episodes are relatively trivial questions about the paintings that people usually answer
quite fast. Apart from these three, we also observe from the first row of Fig. 8 that the seventh
episode is also a short episode. We have labeled these as ‘easy’ episodes. An interesting aspect
of these episodes is that due to the simplicity of the question, partners are hardly addressed in
these easy episodes, as seen in the second row of Fig. 8. Such information could be useful for
the addressee estimartion task by biasing the odds in favor of the Nao addressee label.

As compared to existing addressee literature in HRI in our work, we estimate addressees
in a realistic scenario, where a humanoid robot with significant nonverbal displays induces
unconstrained nonverbal behaviors in human partners. We predict the addressees on manually
annotated utterances form VFOA (both manually labeled and automatically estimated using
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Figure 8: Statistics related to Episodes: First row shows the duration of episodes (mean in red
cross and symmetric error bars that are two standard deviation units in length). Second row
gives the number of utterances in each episode addressed to Ptr (Median in red central mark,
25th and 75th percentile as edges of the blue box). Third row gives the number of utterances
in each episode addressed to NAO.

vicon head pose) to investigate the best case performance. As contextual cues, we investigate
not only the cues from the speaker, but also gaze cues from the side-participant, and contextual
prior information about the current activity (here the quiz), and the current dialog context
(previous speaker). In the following, we first detail the feature we used, then present the
recognizer used, and finally present our results.

For every utterance, we defined the following features, summarized in Fig. 9:

• SpkrL@NAO (the proportion [%] of time when the speaker looked at NAO during the
last one second of an utterance) and SpkrL@Ptr (% of time when the speaker looked at
the partner);

• PtrL@NAO (% of time when the partner looked at NAO) and PtrL@Spkr (% of time
when the partner looked at the speaker);

• TimeSinceQ (the time difference between the end of a quiz question and the start of the
utterance);

• PrevSpkrSame (whether the previous speaker is the current speaker coded as 2 and 1 if
not);

• EpType, the episode type that roughly indicate the difficulty of the quiz question: 1 being
easy and 2 being difficult.

In this work, we assigned the difficulty of the question manually, but it it could also be learned
over multiple sessions i.e. with experience, as we implicitly propose towards the end of the
addressee experiments. A question could be difficult because the listeners do not follow what the
robot is saying or they follow the question but do not know the answer. We do not distinguish
between these two cases in this work. While PtrL@NAO and PtrL@Spkr are contextual cues
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Figure 9: Left: Overview of the addressee estimation task. Right: Addressee estimation task:
Tested features and their encoding.

from the side-participant, EpType is a task-related long term context, and PrevSpkrSame is a
short-term context about the dialog.

We used two supervised models to predict the addressee. The first is a Gaussian Naive-
Bayes classifier, which assumes that the features are independent given the class. Univariate
Gaussians were used as conditional densities for the continous variables, and probability tables
for discrete ones. Also, if f1:N = (f1, f2, ...fN) denote the set of individual features fi, the
log-likelihood ratio is given, by using Bayes’ theorem and cancelling the common terms as
follows:

LRNB = log(
P (Add = NAO|f1:N)

P (Add = Ptr|f1:N)
) = log(

N∏
k=1

P (fk|Add = NAO)

P (fk|Add = Ptr)
) + log(

P (Add = NAO)

P (Add = Ptr)
)

(5)
where the probabilities P (fk|A) or P (fk|B) are estimated by fitting a Gaussian to the data
from the respective class and the ratio of the priors are inferred from the data. When this ratio
LRNB is greater than zero, then the estimated addressee is NAO.

The second classifier was a discriminative one, the Logistic Regression. In this case, the log-ratio
of the probability of addressing the partner vs NAO is a linear function of the features:

LRLogR = log(
P (Add = NAO|f1:N)

P (Add = Ptr|f1:N)
) = β0 + β1f1 + β2f2 + ...βNfN (5)

where the β parameters are estimated during training and indicate the relative importance of
the features. Similarly, when LRLogR is greater than 0, then the estimated addressee is NAO.

In this report, results will be shown using the Gaussian Naive-Bayes classifier, as we also
use this classifier for experiments on online classifier adaptation.

The results of the addressee estimation task are given in Fig. 10 and 11. We did a leave-an
interaction-and-quiz question-out evaluation. First, we report the difference in performance
using the Dataset-FULL and Dataset-SUB in Fig. 10. The following comments can be made:

• Single Features: The best single feature SpkrL@Ptr performed at an accuracy of 84.0%
and 87.5% respectively. Predicting the majority class would be 52.0% and 53.5% respec-
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tively. Interestingly, we can notice that only using how much the speaker look at Nao
(SpkrL@NAO) as most people do, provides slightly worse result than the looking at the
partner indicator (SpkrL@Ptr).

• Feature fusion: Fusing the single features helped improve the performance. The results
with feature fusion are shown in the figure. The feature combination of SpkrL@NAO,
SpkrL@Ptr, PtrL@Spkr, and EpType for example an accuracy of 86.4% and 90.0% on
the two tasks.

• FULL vs SUB: We hypothesize that the improvement in performance in the Dataset-
SUB is due to the fact when NAO interrupts (rather the Wizard of Oz) saying “It is time
to give an answer”, then the participant provide a forced response and hence affecting
the VFOA to addressee mapping. Before the interruption, the response is rather natural.

• Automatic VFOA: Next, we report the results with automatic VFOA estimation using
the head pose from the VICON motion capture system in Fig. 11. The procedure to infer
the VFOA from the head pose is described in Deliverable D.4.3. Using the automatically
estimated VFOA (with the head-pose from VICON) resulted in a drop of 6-7% accu-
racy on the addressee estimation task. We tried using both the hard-decisions of VFOA
as well as posteriors to compute the features. This shows that the contextual informa-
tion is complementary to the gaze cues from the speaker. With the feature combination
of SpkrL@NAO, SpkrL@Ptr, PtrL@Spkr, and EpType and with automatic VFOA (and
manual VFOA) there were 32 (and 20) misclassifications and the confusion was assym-
metric i.e. 22 (13) times addressing the partner was confused with NAO and 10 (7) times
NAO confused with addressing the partner.

Finally, we also observe that for a real-time implementation, thresholding SpkrL@Ptr itself is
a good classifer. It works better than thresholding SpkrL@NAO. (see Fig. 12). When there
are more than one partner the effectiveness of thresholding SpkrL@Ptr remains to be seen.

Online adaptation: Motivated by online adaptation techniques in related literatures (speaker
adaptation for speech recognition online apperance adaptation for visual tracking), we explored
the possibility of adapting addressee models for different questions. The idea being, instead
of using the same parameters for all the questions, why not adapt the parameters for different
questions. In the case of the Gaussian Naive Bayes Classifier, this can be achieved by adapting
the mean of the Gaussian for instance.
To begin with, we hypothesized, that our TimeSinceQ feature could be the candidate for
adaptation. If we imagine a binary hidden variable such as the difficulty of the question,
depending on this variable, the relationship between TimeSinceQ and the addressee label could
be different.

Towards the goal of automatically inferring a hidden variable that could help to improve
the addressee estimation, we first performed experiments where we learnt question-dependent
parameters, a different mean for each question. More precisely, for a given question, let µNAO
and µPtr denote the mean of the Gaussian for the addressee being NAO and Ptr respectively
learnt from other questions. Then, we adapted these parameters for the question q, estimating
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Figure 10: Result: Addressee estimation task - with two different datasets. We show the
estimation accuracies for the single and multiple cues used for classification (the numbers in
brackets indicate the cues used, e.g. [5] means that cue f5 was used; see Fig. 9 for feature
description).

µqNAO and µqP tr as a weighted combination between the prior µNAO and µPtr and the sample
mean of the measured observations for that question, leaving out the interaction to be processed.

µqNAO =
N1

N1 + P
.(

∑
i f3

N1

) +
P

N1 + P
.µNAO (5)

µqP tr =
N2

N2 + P
.(

∑
j f3

N2

) +
P

N2 + P
.µPtr (5)

We started with a feature combination of TimeSinceQ, SpkrL@NAO, SpkrL@Ptr, PtrL@Spkr
(denoted [3 4 5 7]), one of the best performing combination without the episode type. Only
TimeSinceQ was adapted according to Equation 3, 4. Let N1 and N2 be the number of samples
of data for a particular question q when NAO and Ptr is being addressed respectively. P is a
parameter that was varied to change the weightage given to the sample mean of the measured
observations and the prior. Table 4 shows the results, for varying P and no adaptation. Small
P means more adaptation. The last column shows the results with the feature combination
EpType, SpkrL@NAO, SpkrL@Ptr, and PtrL@Spkr for comparison (denoted [2 4 5 7]), which
includes EpType as one of the features. Our results do not show significant improvement (and
no improvement) with adaptation using ground-truth VFOA (and automatic VFOA) respec-
tively. These are preliminary results and we need to rethink what approach could yield better
results, say introducing a hidden variable in the modeling or choosing a different feature for
adaptation.

We have reconfirmed in our setting that gaze cues from the speaker is the most important
feature for addressee estimation. We also show that additional contextual features from the
fellow participant, short-term and long-term dialog-context features helps improve the estima-
tion accuracy. We observed improvements for both using ground-truth VFOA and automatic
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Figure 11: Result: Addressee estimation task, using either VFOA ground-truth or automatic
VFOA.

Figure 12: Accuracy vs threshold values for a simple rule-based classifer

VFOA with VICON head-pose. The loss in accuracy between ground-truth VFOA and auto-
matic VFOA with VICON head-pose was around 6-7% accuracy. In the future, we plan to use
automatically estimated VFOA using head-tracking and head-pose estimation to check the loss
in accuracy as compared the results reported here. We hope context can play a more important
role in the case of degraded VFOA estimation due to tracking difficulties. We also want to imple-
ment our addressee estimator on a real-time NAO platform and perform subjective user studies.

Without EpType With EpType
[3 4 5 7] [2 4 5 7]

Using VFOA P = 1 P = 5 P = 10 No adaptation

Ground-truth 88% 88% 87% 87% 90%
Automatic(VICON) 82% 81% 80.5% 82% 81%

Table 4: Adaptation results: Shows the results of experiments where TimeSinceQ feature
was adapted, with varying P and no adaptation. Ref. text for more details.
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Person Manager

Person
Hypotheses

event history

Appearance Cues
e.g. age, gender

Localization Cues
e.g. faces, direction of speech,

robot proprioception

● attribute change notification
● hypotheses history access

Person Model
● cue integration
● temporal stabilization
● reliability assessment

Complex Cues
e.g. engagement

Figure 13: Overview of the person manager component

3.5 Memory architecture for a situation-aware robot

For robust interaction with a group of people, the stable perception of individuals is a strong
necessity. Even though individual cues like face detection or sound events have been available
before, their integration into consistent perception results is a major challenge and on the
other hand an important benefit for the generation of advanced robotic behavior in interaction
situations. This task has been addressed with the development of the person manager, a key
component for the HUMAVIPS system. With its results, the person manager provides an
important part of the situation-awareness of the system with respect to the external world
and for the functioning of this advanced component, the architectural support components like
temporal buffers ad timesync are essential tools, greatly simplifying the development process
(either directly or in the underlying low-level perception layer).

The person manager provides stabilized and aggregated person hypotheses to the system as
well as visualizing these hypotheses. The person manager component realizes these capabilities
by maintaining an internal representation of persons in the environment which is continuously
updated by integrating sensory cues available within the system. This method allows the person
manager to derive results which exceed the capabilities of modules processing individual cues.
A simple example is that the person manager is able to transform head tracking results to a
robot centric representation of persons which is independent from the robot’s head rotation.
This result is achieved by integrating proprioception information from the robot with results
of the head tracking component. Despite the simplicity of this example, it points to many
requirements of the person manager component which will be analyzed in the following.

The person manager provides stabilized and aggregated person hypotheses to the system as
well as visualizing these hypotheses. The person manager component realizes these capabilities
by maintaining an internal representation of persons in the environment which is continuously
updated by integrating sensory cues available within the system. This method allows the
person manager to derive results which exceed the capabilities of modules processing individual
cues. An overview of different cues which are integrated by the person manager is depicted
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in Figure 13. For the analysis of requirements we refer to a simple example: The person
manager is able to transform head tracking results to a robot centric representation of persons
which is independent from the robot’s head rotation. This result is achieved by integrating
proprioception information from the robot with results of the head tracking component. Despite
the simplicity of this example, it points to many requirements of the person manager component
which will be analyzed after the following review of related work.

Robust Handling of Sparse Sensory Cues It cannot be expected that all parts of the sys-
tem run at all time. There are several reasons for this assumption. First, during development it
must be possible to test the person manager with subsystems. This allows for faster testing and
debugging of the component. Furthermore, missing sensory input due to a failing component
should cause as few successive errors as possible. Additionally, different configurations of the
system might not require all cues. Thus, the person manager component can be used flexibly
to avoid resource intensive system configurations if not necessary.

Temporal Synchronization The person manager needs to temporally synchronize sensory
cues provided by different modules. For the input provided via the RSB framework this is
achieved by using the temporal buffer component provided by the framework. With respect to
the the requirement of handling sparse cues it is necessary to utilize the component in a way
that does not lead to blocking in case sensory cues are missing.

Multi-Perspective Visualization To stabilize person hypotheses over time the person man-
ager needs to maintain an internal model. To debug and analyze this model it must be possible
to visualize its current state. A complete visualization of the person manager’s current state not
only requires a view from the robot body’s perspective but also needs to visualize information
about the robots position in the scene. These visualizations are required to efficiently debug
and evaluate the system. It allows to quickly assess problems in the accuracy of sensory input
or during integration multiple cues. Since temporal synchronization of events is crucial for the
person manager component, a visualization of the temporal flow of events provides necessary
means to detect such problems while running the system.

Event History The architecture of the person manager approximately follows the model
view controller paradigm. RSB listeners receive events containing the relevant input cues (see
Figure 14). The current implementation distinguishes between events which may lead to the
instantiation of new person hypotheses and events which never lead to an instantiation of a
person hypothesis but still are relevant to a person hypothesis. An example for events that can
lead to the instantiation of a new person hypothesis are events from the head tracker. If such
an event cannot be associated to an existing hypothesis based on attributes like ID, location
or detection results, a new hypothesis is instantiated. All other events are buffered using a
RSB temporal buffer component to make them available for query operations during further
hypothesis processing.
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● Person Updates
● Environment Updates
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View

World View

Hypothesis Output
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Figure 14: Architecture overview

Aggregation of Sensory Cues The model of persons is continuously updated. At each
update step a cue aggregation algorithm tries to further complete states in the state history of
a person hypothesis. A state can be completed if an event from each sensory cue is available and
no events with a smaller temporal distance are possible. Since the RSB framework guarantees
that the events are received in order this can be decided as soon as one event in the cue to
be associated has arrived which is newer than the timestamp of the current state. At each
time step any given state is completed as far as possible. This ensures that all information
which can be aggregated in a person hypothesis is available with the lowest latency possible.
Furthermore, this approach ensures that missing sensory input does not lead to person states
being unavailable. Since the temporal position of an event in the history can be determined
with a time complexity of O(log(n)) where n is the number of elements in the history. Therefore
the aggregation algorithm is very efficient and can thus be executed at a high frequency.

Prediction The history of states also allows for the integration of prediction algorithms which
can compensate for missing sensory input concerning a person. Since the robot cannot always
have all person in its field of view this step is necessary to estimate person positions over a
small temporal duration even if no events corresponding to this person are received. If the robot
looks again in the direction of this person, the estimated state of the person can be compared
with the current sensory cues to maintain a hypothesis with the same identity over time.

Flexible Visualization The history of states within a person history might contain states
with a different level of completeness. The necessary level of completeness can be specified
when querying the model for visualization and hypothesis output. For example the robot
centric view does not need the information about the robots current position. However, it still
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needs proprioception information to relate sensory input to the robot’s body coordinate system.
By this approach several requirements can be realized. First, the person manager can be used
in systems where for example localization is not necessary. The robot centric view will continue
to work. Second, if a module such as the localization temporally fails the person manager is
still able to maintain person hypotheses, although they cannot be related to world coordinates
anymore.

The implementation of the person manager was realized in C++ using QT for developing
the graphical user interface. For plotting the qcustomplot plotting component was chosen.
The implementation language was chosen especially with regard to visualization with frequent
updates which is typically much more resources intensive compared to interpreted languages.
In the following a short overview of the person manager’s different views will be given.

Figure 15 shows the robot-centric perspective which visualizes persons in relation to the
robots body. The light blue triangle visualizes the robot’s field of view. The orange triangle
displays the relative position of a person to the robot as well as his head rotation.

Figure 15: Robot-centric view of the person manager

Figure 16 shows the world-centric view which currently depicts the robot in relation to the
table (light blue) within the scenario.

Figure 17 shows the temporal visualization of events. Events are plotted as points over
time. The y-axis is used to display a relevant features as for example the number of heads
encoded in an event originating from the headtracker. The more frequently events are received
for a given sensory cue they are visualized darker due to their higher temporal density.
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Figure 16: world-centric view of the person manager

Figure 17: Temporal event view of the person manager

31 of 40



HUMAVIPS Final Report May 31, 2013

4 Potential Impact

The HUMAVIPS project has strong scientific, technological, and societal potential impacts, as
detailed below:

4.1 Scientific Impact

HUMAVIPS was an interdisciplinary project that gathered the following disciplines: computer
vision (face detection and recognition, vision-based localization and mapping, head tracking,
gesture recognition), auditory signal processing and analysis (sound-source localization and sep-
aration, sound recognition), machine learning (mixture models, latent variable models, struc-
tured output classifiers, hidden Markov models), robotics (locomotion, navigation, human-robot
interaction, hardware design, software architecture).

Such an interdisciplinary project is of high risk because it is difficult to combine scien-
tific expertise from different topics, but it has higher scientific impact because it allows cross-
fertilization. In particular, HUMAVIPS pioneered work in robot audition and in multimodal
human-robot interaction. Robot audition is an emerging field. While robot vision is extremely
well investigated, only a few teams in the world adventured into the difficult problem of en-
dowing humanoid robots with advanced hearing capabilities.

The scientific impact of the project is demonstrated by the large number of scientific pub-
lications in all the topics addressed by the project (see below).

4.2 Technological Impact

From the technological point of view, HUMAVIPS advanced the state of the art in humanoid
robotics by designing and building an audiovisual robot head. This new head is equipped with
a stereoscopic camera pair and with four microphones. The head can deliver syncrhonized
audio-visual data thus allowing audio-visual processing. Moreover, the head is fully compatible
with the humanoid robot NAO commercialized worldwide by the project’s partner Aldebaran
Robotics. This simply means that NAO users can simply purchase this new head, plug it
into their robot, and use it for any application involving the need of 3D vision and audio-
visual integration. We note that currently there is no such integrated solution available on the
humanoid market. Researchers in this field use an external 3D sensor, e.g. Kinect, that cannot
be easily integrated into a stand-alone robotic head.

The software package developed under HUMAVIPS are fully compatible with the audiovisual
NAO head and are available as open-source software packages. Hence, the project’s demon-
strators can be duplicated by other teams working with the same robot (NAO) and equipped
with the new head just mentioned. This is likely to have an important impact because there
are thousands of NAO users and developers in the world and hence they are potential users of
the HUMAVIPS technology.
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4.3 Societal Impact

The HUMAVIPS methodology and associated technology and software packages were imple-
mented onto a consumer humanoid robot manufactured in Europe by one of the project part-
ners. The choice of such a cheap robotic platform (of the order of 12,000 euros) is in strong
contrast with the prevailing belief that expensive humanoids (of the order of 400,000 euros)
are needed for research in this field and for developing novel robotic applications. The strong
opinion of the HUMAVIPS consortium is that one needs to take into account hard constraints
coming from the robotic platform being used (CPU power, memory size, limited electric power,
limited weight, cheap components, etc.) for future commercialization of the technology.

During the review meeting, the project demonstrators were run in an unexpected environ-
ment for which the methods were neither trained nor tested. The trained/tested scenarios,
while in an echoic environment, considered only a few people facing the robot. During the final
demonstration there were 10-12 people wandering and chatting around, thus producing a level
of background noise that was much higher than expected. Nevertheless, the outcomes were
quite good and the interaction performances (visual and auditory) between the robot and a
person were not too much affected but these severe conditions.

Of course, sometimes the robot was not able to correctly understand what was going on,
but humans have also difficulties to understand each other in such situations. On the positive
side, it was demonstrated that the fusion of visual information with audio (which was the main
scientific goal of the project) drastically improves the standard audio-only and speech-based
human-robot interaction paradigm.

Considering the ambitious objectives of the project, one may conclude that the presented
demonstration is likely to foster the idea of social robots, more precisely, the following features
will strongly impact the acceptance of robots among people:

• The humanoid robot NAO is able to interact with a group of people, based on fused audio
and visual information, in a real physical world and in an unstructured environment;

• The robot is able to behave appropriately and to engage in a dialog with someone that
is likely to be willing to interact with “him”;

• The robot can react to both verbal and non-verbal signals generated by humans who do
not wear any special device and who are not in a specially equipped room;

• The robot can recognize humans (based on face, age, and gender) and to name them once
they have been seen for a while;

• The robot technology that was developed relies on a memory-centred and cognitive archi-
tecture, which is being provided to the research community as an open-source software
platform.

All these features point out the advantages of an audio-visual robot. The methodology
and technology developed by the project partners have been demonstrated in the vernissage
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scenario. This goes well beyond a standard proof-of-concept demonstrator: it is already a real
application for service robots. An interactive humanoid able to dialog with people and to have
expressive gestures appears to be much more attractive, compared to the few guide robots
available today.

The HUMAVIPS researchers are quite proud of their achievements. The integration of
the demonstrations on NAO showed that the academic teams and the industrial partner can
collaborate together to achieve an innovative application for a robot that is not just a laboratory
prototype, but a commercial product.

5 Public Websites

The HUMAVIPS project has the following websites which remain active after the lifetime of
the project:

• http://humavips.inrialpes.fr: Main project website (public deliverables, reports, sci-
entific publications, events, etc.)

• http://opensource.humavips.eu/: The open-source software dissemination portal.

• http://www.youtube.com/humavips: Publicly available videos of the project’s achieve-
ments

• http://perception.inrialpes.fr/humavips/dataSet/: Publicly available annotated
datasets

• https://code.humavips.eu/: the HUMAVIPS Open Portal (HOP) hosting the projects
Open Source Platform (OSS) and associated collaborative development tools.

• https://ci.humavips.eu: the continuous integration build service for the HUMAVIPS
project.

6 Scientific Publications

• Peer-reviewed journal publications: [1] (book chapter), [2], [3], [4], [5], [6], [7]

• Paper that received a conference award: [8] (outstanding paper award), [9] (best student
paper award), [10] (outstanding paper award), [11] (best student paper award).

• Peer-reviewed international conference and workshop publications: [12], [8], [13, 14], [15],
[16, 17, 18, 19, 20, 21, 9] [22], [23], [24, 25, 26], [27], [28], [29], [30], [31], [32], [33], [34],
[35, 36, 11, 37], [38, 39], [40, 10, 39, 41, 41, 42, 43, 44], [45], [18].

• Other publications: [46], [47, 48], [49].
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7 Dissemination Activities

• The HUMAVIPS partners advertised the project towards several media. As a result, the
following media articles emphasized the project:

– An article published on wired.co.uk, February 2010: http://www.wired.co.uk/

news/archive/2010-02/12/humanoid-robots-to-gain-advanced-social-skills

– An article published in Hörakustik (Median-Verlag), January 2012, in German:
http://humavips.inrialpes.fr/files/2012/03/Cocktailparty-Effekt.pdf

– An article published on inriality.fr, August 2012, in French: http://www.inriality.
fr/informatique/robotique/interaction/les-robots-sinvitent/

• The project’s results were presented at the following international events: Automatica’12
(Istanbul, Turkey), ACM/IEEE ICMI’11 (Alicante, Spain), IEEE CVPR’11 (Colorado
Springs, USA), IEEE ICASSP’11 (Prague, Czech Republic), IEEE Humanoids’12 (Osaka,
Japan), ACM/IEEE HRI’12 (Boston, USA), ACM/IEEE ICMI’12 (Santa Monica, USA),
IEEE ICASSP’13 (Vancouver, Canada), IEEE CVPR’13 (Providence, USA).
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